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Ders alti ana alani kapsamaktadir:

(1) Cagdas zihin-beden problemi tartismalari tizerinden zihin felsefesine giris;

(2) Zihin-beyin 6zdesligi kurami ve fizikalizm;

(3) islevselcilik ve zihinsel durumlar;

(4) Fenomenal deneyim, qualia, bilgi argimanlari ve fenomenal kavramlari iceren biling
probleminin zor kismi;

(5) Temsil iceriklerine dair igsel ve dissal bakis acilarini arastiran yonelimsellik ve zihinsel
temsil;

(6) Turing Testi, Cin Odasi argumani, Mekanistik Yorumlanabilirlik ve Yapay Zeka
sistemlerinde temsil konularini iceren dijital zihinler, yapay zeka ve makine bilinci.

Dersin icerigi:

Bu ders, zihin felsefesindeki temel sorunlari ve bunlarin modern yapay zeka ile iliskisini
arastirmaktadir. Ogrenciler, diisiincenin, bilincin ve zekanin dogasini; zihin-beyin 6zdesligi,
psikofiziksel bagilim, islevselcilik ve zihinsel temsil gibi felsefi kuramlar araciligiyla
inceleyeceklerdir. BlyUk Dil Modelleri (LLM'ler) gibi yapay zeka teknolojilerini, ek videolarla
desteklenen vaka calismalari olarak kullanan ders, yapay sinir aglari baglaminda zihinsel
olgularin anlasiimasini derinlestirir. Ayrica 6grenciler, sinir aglarini insan tarafindan
anlasilabilir aciklamalara donustiren Mekanistik Yorumlanabilirlik (MI) alanini kesfedecek;
Yapay Genel Zeka (AGI), Dijital Biling Modelleri ve Zihinsel Durumlarin Algoritmik Modellerini
yaratmak icin gerekli kosullari arastiracaklardir. Ders, hem geleneksel felsefi tartismalarla
hem de zihin hakkindaki cagdas yapay zeka odakl sorularla elestirel bir etkilesimi tesvik
etmektedir.

Dersin Ogrenme Ciktilari (OC):

 1- Dislnce, biling ve zekanin dogasini ve bu kavramlarin modern Makine Ogrenimi
sistemlerine ve Blyuk Dil Modellerine (LLM'ler) nasil uygulandigini anlamak.

e 2- Zihin-beyin 6zdesligi, bagihimlilik ve islevselcilik gibi 6nemli felsefi bakis acilarini
analiz etmek ve bunlarin yapay zeka igin tasidigi sonuglari degerlendirmek.

¢ 3- Hem biyolojik hem de yapay sistemlerdeki 'bilincin zor problemi', qualia,
yonelimsellik, zihinsel temsil ve fenomenal deneyime iliskin argimanlari elestirel bir
sekilde degerlendirmek ve zihinsel icerik konusundaki i¢selci ve dissalci yaklasimlari
ayirt etmek.

e 4- Turing Testi ve Cin Odasi arglimani gibi makine zekasina dair felsefi arglimanlari
degerlendirmek ve Yapay Genel Zeka ile dijital biling yaratmanin kosullarini
degerlendirmek.

¢ 5- Mekanistik Yorumlanabilirlik (Ml) tarafindan 6ne strllen varliklarin dogasini ve
yapay sinir aglarinin ig isleyisine dair Ml ile ilgili agiklamalari anlamak.

Dersin Ogrenme Yéntem ve
Teknikleri

@ Haftada 3 saat ders @ Okuma materyallerinin haftalik ders notlari araciligryla sunulmas: @
Atanan okumalar ve videolar temelinde yapilandiriimis sinif tartismalar @ Iki haftada bir kisa
makale ddevleri (3-5 sayfa)

HAFTALIK PROGRAM

Hafta

Konular On Hazirhik

1

Zihin-Beden Problemi Okuma: Kim, Jaegwon (2022). 'The
Mind-Body Problem after Fifty Years'. In A.
O’Hear (ed.), The Philosophy of Mind, pp.
3-33. Cambridge University Press. Video:
Ama sinir agi nedir?: https://youtu.be/airc

AruvnKk?si=ggOdpDZgnpCzMDQO

Zihin-Beyin Ozdesligi Kurami Okuma: David Lewis (1966), 'An Argument




for the Identity Theory', Journal of
Philosophy 63 (1), pp. 17-25 Video:
Gradyan inisi, sinir aglari nasil 6grenir?: ht
tps://youtu.be/IHZWWFHWa-
w?si=HCN7wWZO0ONeSsooYU

Ozdeslik Kuramina Yénelik Elestiriler

Okuma: Kripke, Saul, (1982). Naming and
Necessity, (secilmis boélimler), in
Chalmers (ed.) Video: Geri yayilim,
sezgisel olarak: https://youtu.be/llg3gGew
Q5U7?si=Kg28tR)2D8IFR1dK

islevselcilik

Okuma: Putnam, Hilary (1973), 'The
Nature of Mental States', in Chalmers
(ed.) Video: Geri yayllimin matematigi: htt
ps://youtu.be/tleHLnjs5U87si=Ss-AwfrFQu-
He9dv

islevselcilikle ilgili Sorunlar

Okuma: Block, Ned (1978), 'Troubles with
Functionalism' (Secilmis Bolum), in
Chalmers (ed.) Video: BlyUk Dil Modelleri
kisaca anlatimi: https://youtu.be/LPZh9BOj
kQs?si=Wrsf37rL04CCPekP

Bilin¢c ve Oznellik

Okuma: Nagel, Thomas (1974). 'What Is It
Like to Be a Bat?'. Philosophical Review
83: 435-50, reprinted in Chalmers (ed.)
Video: Transformer'lar, LLM'lerin
arkasindaki teknoloji: https://youtu.be/wjZ
ofJXOv4M?si=pvah5Cyal.2nn8zHq

Zor Problem

Okuma: Chalmers, David J. (2002).
Consciousness and its place in nature. In
Chalmers (ed.) Video: Transformer'larda
dikkat mekanizmasi, adim adim: https://yo
utu.be/eMIX5fFNoYc?si=CLG8rb_HzQr9Xvv
M

Bilgi Arglimani ve Qualia

Okuma: Jackson, Frank (1982).
'Epiphenomenal Qualia'. The Philosophical
Quarterly 32: 127-36, reprinted in
Chalmers (ed.) Video: LLM'ler olgulari
nasil saklayabilir?: https://youtu.be/9-JI0dx
WQs87si=MVhGII765FKBfMxn

Zihinselligin isareti Olarak Yénelimsellik

Okuma: Crane, Tim (2022). 'Intentionality
as the Mark of the Mental'. In A. O'Hear
(ed.), The Philosophy of Mind, pp.
360-397. Cambridge University Press.
Video: Peki yapay zeka goruntulleri ve
videolari nasil ¢alisiyor?: https://youtu.be/i
v-5mZ_9CPY?si=DY_6du8M2queVrxq

10

icerik Dissalciligi

Okuma: Putnam, Hilary (1975). 'The
Meaning of Meaning'. Philosophical
Papers, Vol. ll: Mind, Language, and
Reality. Cambridge University Press.
Video: Seyrek Otokodlayicilarla bir Yapay
Zekanin Zihnini Okumak: https://youtu.be/
kriINuMZh]mU?si=0910tzqgKDUZbFr9F

11

Yapay Zeka ve Zeka

Okuma: Turing, Alan M. (1950).
'Computing Machinery and Intelligence'.
Mind 59: 433-60. Video: Yapay Zekanin
Karanlik Maddesi: https://youtu.be/UGO_E
hywuxc?si=X5FhqcRz4RIb52ur

12

Yapay Zekaya Yonelik Zorluklar

Okuma: Searle, John (1983). 'Can
Computers Think?', in Minds, Brains, and
Science, pp. 28-41. Cambridge, MA:
Harvard University Press, reprinted in
Chalmers (ed.) Video: Mekanistik
Yorumlanabilirlik: Hizli Bir Tur: https://yout
u.be/veT2VI4vHyU?si=0-joOyrufON9OstD

13

Mekanistik Yorumlanabilirlik

Okuma: Bereska, L., & Gavves, E. (2024).
Mechanistic interpretability for Al safety-a
review. arXiv preprint arXiv:2404.14082
Video: LLM'leri Hacklemek: https://youtu.b
e/0Og47aN8aU6M?7?si=rtLjYiKmqUalP7n-




14

Onermesel Yorumlanabilirlik

Okuma: Chalmers, D. J. (2025).
Propositional interpretability in artificial
intelligence. Video: Bir BuyUk Dil Modeli
Bilingli Olabilir mi?: https://youtu.be/bskf9j
yxmMs?si=IcDzHWOP4EIICVN-

Kadir Has Universitesi'nde bir ddnem 14 haftadir, 15. ve 16. hafta sinav haftalaridir.

ZORUNLU ve ONERILEN OKUMALAR

University Press.
University Press.

University Press.

e Turing, Alan M. (1950). 'Computing Machinery and Intelligence'. Mind 59: 433-60.
e Lewis, David (1966). 'An Argument for the Identity Theory'. Journal of Philosophy 63 (1), s. 17-25.
e Putnam, Hilary (1975). 'The Meaning of Meaning'. Philosophical Papers, Vol. Il: Mind, Language, and Reality. Cambridge

* Bereska, L., & Gavves, E. (2024). Mechanistic interpretability for Al safety-a review.
e Harding, C. (2024). Operationalising representation in natural language processing.
e Chalmers, D. J. (2025). Propositional interpretability in artificial intelligence.

 Chalmers, David J. (ed.) (2021). Philosophy of Mind: Classical and Contemporary Readings (ikinci Baski). New York: Oxford

e Crane, Tim (2022). 'Intentionality as the Mark of the Mental'. In A. O’Hear (ed.), The Philosophy of Mind, s. 360-397. Cambridge

DIGER KAYNAKLAR

- 3Blue 1Brown and Other Videos:

OCoOoNOOUTD WN K

- Early Modern Texts: http://www.earlymoderntexts.com/authors/descartes
- Stanford Encyclopedia of Philosophy: https://plato.stanford.edu/
- Writing Philosophy Guide: http://www.jimpryor.net/teaching/guidelines/writing.html

. But what is a neural network?: https://youtu.be/aircAruvnKk?si=ggOdpDZgnpCzMDQO

. Gradient descent, how neural networks learn: https://youtu.be/IHZWWFHWa-w?si=HCN7wWZ0NeSsooYU

. Backpropagation, intuitively: https://youtu.be/llg3gGewQ5U?si=Kg28tR)2D8IFR1dK

. Backpropagation calculus: https://youtu.be/tleHLnjs5U87si=Ss-AwfrFQu-He9dv

. Large Language Models explained briefly: https://youtu.be/LPZh9BOjkQs?si=Wrsf37rL04CCPekP

. Transformers, the tech behind LLMs: https://youtu.be/wjZof|]X0v4M?si=pvah5Cyal2nn8zHq

. Attention in transformers, step-by-step: https://youtu.be/eMIx5fFNoYc?si=CLG8rb_HzQro9XvvMm

. How might LLMs store facts: https://youtu.be/9-JI0dxWQs8?si=MVhGII765FKBfMxn

. But how do Al images and videos actually work?: https://youtu.be/iv-5mZ_9CPY?si=DY_6du8M2queVrxq

10. Reading an Al's Mind with Sparse Autoencoders: https://youtu.be/krINUMZhjmU?si=0910otzqKDUZbFroF

11. The Dark Matter of Al [Mechanistic Interpretability]: https://youtu.be/UGO_Ehywuxc?si=X5FhqcRz4RIb52ur
12. Mechanistic Interpretability: A Whirlwind Tour: https://youtu.be/veT2VI4vHyU?si=0-joOyrufON9OstD

13. Hacking LLMs: https://youtu.be/Og47aN8aU6M?si=rtLjYiKmqUalP7n-
14. Could a Large Language Model be Conscious?: https://youtu.be/bskf9jyxmMs?si=IcDzHWOP4EIICVN-

DEGERLENDIRME SISTEMI

Yanyil ici Calismalan Sayi Katki Payi (%)
Katilm 14 28

Odev 9 72

Dersle ilgili Sinif Disi Etkinlikler (okuma, 28 -

bireysel calisma vb.)

Total: 51 100




IS YOKU HESAPLAMASI

Etkinlikler Sayisi Siiresi (saat) Toplam is Yiikii (saat)
Ders Saati 14 3 42

Odev 9 3 27

Dersle ilgili Sinif Disi Etkinlikler | 28 2 56

Toplam is Yiki (saat): 125

1 AKTS = 25 saatlik is yuku

PROGRAM YETERLILIKLERi (PY) ve OGRENME CIKTILARI (OC) iLiSKiSi

# PY1 PY2

PY3

PY4

PY5 PY6

PY7

PY8

PY9

OC1

0C2

0C3

0C4

0C5

Katki Duzeyi: 1 Dustk, 2 Orta, 3 Yuksek
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